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Outline
• Generating descriptions for the whole images{Vinyals2014, 

Karpathy2014} 

• Generating descriptions for the regional images{Karpathy2014} 
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Generating descriptions for 
the whole images
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Predictive Model
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f(s|v; Θ) = p(s1|v, s0) p(s2|v, s0, s1) ··· p(sT|v, s0, …, sT-1)
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1. Visual and semantic features 
encoded into a common space. 

2. In memory contains image content 
and predicted words.



RNN-cons 

CNN

START

straw

straw

hat

Whi

CNNθc

Whh

Woh

Whx

…

x

h

y

7

1. Numerical risks (GD) in training. 
2. Predict a word using full memory?
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LSTM-RNN
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gate

LSTM-RNN • it = gi,t ⌾ gx,t"
• ft = gf,t ⌾ ct-1"
• ct = it + ft"
• ot = go,t ⌾ ct
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Toy Experiment

• Training set (407) 

• dog & frisbee: 59 

• man & ride: 324 

• kiss: 24
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a dog jumps to catch a frisbee .
1674612291_7154c5ab61.jpg
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a dog jumps to catch a frisbee .
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a dog jumps to catch a frisbee .

Inherit previous memory 
Acknowledge previous word 

Update current memory 
Predict next word 

Until all memory fades out
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a dog is jumping to  
catch a frisbee .

a dog jumps to 
catch a frisbee .

1674612291_7154c5ab61.jpg 2945036454_280fa5b29f.jpg21
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a dog is jumping to  
catch a frisbee .

a dog jumps to 
catch a frisbee .
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a dog is jumping to  
catch a frisbee .

a dog jumps to 
catch a frisbee .
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a dog jumps to 
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a dog is jumping to  
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a dog jumps to 
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a dog is jumping to  
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a dog jumps to 
catch a frisbee .
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a dog is jumping to  
catch a frisbee .

a black dog is jumping to 
catch a frisbee .

1626754053_81126b67b6.jpg 2945036454_280fa5b29f.jpg32
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a dog is jumping to  
catch a frisbee .

a black dog is jumping to 
catch a frisbee .
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a dog is jumping to  
catch a frisbee .

a black dog is jumping to 
catch a frisbee .
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a black dog is jumping to 
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Why all dogs end with “frisbee”?
Count last word in training sentences with “dog” and “frisbee”: 

86 frisbee   6 yard         4 it       2 other 

30 mouth     6 disc         4 ground   2 mouths 

15 snow      6 air          4 fence    2 man 

15 grass     5 watches      4 beach    2 legs 

11 field     5 midair       3 road     2 hand 

11 dog       5 background   3 object   2 dogs 

 8 toy       4 watch        3 boat     1 underfoot 

 7 water     4 park         3 ball     1 …

44



a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .

2891617125_f939f604c7.jpg 3640422448_a0f42e4559.jpg45
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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a man in a blue shirt is 
riding a bike on a ramp .

a man in a blue shirt is 
riding a bike on a dirt track .
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Evaluation - Alignment
• Image annotation 

!

!

• Image search

test image

v1
v2

v3

sentence1: w1 w2 w3 … wn

sentence2: w1 w2 w3 … wn

sentenceL: w1 w2 w3 … wn

……

test sentence: w1 w2 w3 … wn

image2

v1
v2

v3

…… imageL

v1
v2

v3

image1

v1
v2

v3
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Evaluation - Alignment
Image Annotation Image Search

Model R@1 R@5 R@10 Med r R@1 R@5 R@10 Med r
Flickr8K

DeViSE (Frome et al. [10]) 4.5 18.1 29.2 26 6.7 21.9 32.7 25
SDT-RNN (Socher et al. [42]) 9.6 29.8 41.1 16 8.9 29.8 41.1 16
Kiros et al. [19] 13.5 36.2 45.7 13 10.4 31.0 43.7 14
Mao et al. [31] 14.5 37.2 48.5 11 11.5 31.0 42.4 15
DeFrag (Karpathy et al. [18]) 12.6 32.9 44.0 14 9.7 29.6 42.5 15
Our implementation of DeFrag [18] 13.8 35.8 48.2 10.4 9.5 28.2 40.3 15.6
Our model: DepTree edges 14.8 37.9 50.0 9.4 11.6 31.4 43.8 13.2
Our model: BRNN 16.5 40.6 54.2 7.6 11.8 32.1 44.7 12.4

Flickr30K
DeViSE (Frome et al. [10]) 4.5 18.1 29.2 26 6.7 21.9 32.7 25
SDT-RNN (Socher et al. [42]) 9.6 29.8 41.1 16 8.9 29.8 41.1 16
Kiros et al. [19] 14.8 39.2 50.9 10 11.8 34.0 46.3 13
Mao et al. [31] 18.4 40.2 50.9 10 12.6 31.2 41.5 16
DeFrag (Karpathy et al. [18]) 14.2 37.7 51.3 10 10.2 30.8 44.2 14
Our implementation of DeFrag [18] 19.2 44.5 58.0 6.0 12.9 35.4 47.5 10.8
Our model: DepTree edges 20.0 46.6 59.4 5.4 15.0 36.5 48.2 10.4
Our model: BRNN 22.2 48.2 61.4 4.8 15.2 37.7 50.5 9.2

MSCOCO
Our model: 1K test images 29.4 62.0 75.9 2.5 20.9 52.8 69.2 4.0
Our model: 5K test images 11.8 32.5 45.4 12.2 8.9 24.9 36.3 19.5

Table 1. Image-Sentence ranking experiment results. R@K is Recall@K (high is good). Med r is the median rank (low is good). In the
results for our models, we take the top 5 validation set models, evaluate each independently on the test set and then report the average
performance. The standard deviations on the recall values range from approximately 0.5 to 1.0.

Data Preprocessing. We convert all sentences to lower-
case, discard non-alphanumeric characters. We filter words
to those that occur at least 5 times in the training set,
which results in 2538, 7414, and 8791 words for Flickr8k,
Flickr30K, and MSCOCO datasets respectively.
4.1. Image-Sentence Alignment Evaluation

We first investigate the quality of the inferred text and im-
age alignments. As a proxy for this evaluation we perform
ranking experiments where we consider a withheld set of
images and sentences and then retrieve items in one modal-
ity given a query from the other. We use the image-sentence
score S

kl

(Section 3.1.3) to evaluate a compatibility score
between all pairs of test images and sentences. We then re-
port the median rank of the closest ground truth result in the
list and Recall @K, which measures the fraction of times a
correct item was found among the top K results. The results
of these experiments can be found in Table 1, and exam-
ple retrievals in Figure 5. We now highlight some of the
takeaways.

Our full model outperforms previous work. We com-
pare our full model (“Our model: BRNN”) to the follow-
ing baselines: DeViSE [10] is a model that learns a score
between words and images. As the simplest extension to
the setting of multiple image regions and multiple words,
Karpathy et al. [18] averaged the word and image region
representations to obtain a single vector for each modality.
Socher et al. [42] is trained with a similar objective, but

instead of averaging the word representations, they merge
word vectors into a single sentence vector with a Recur-
sive Neural Network. Recently, a similar approach was
adopted bt Kiros et al. [19] who use an LSTM [14] to en-
code sentences, and they reported results on Flickr8K and
Flickr30K. We list their performance with a CNN that is
equivalent in power to the one used in this work, though
they outperform our model with a more powerful CNN (Ox-
fordNet [40]). We expect that using these features would
provide similar improvements in this work. DeFrag are the
results reported by Karpathy et al. [18]. Since we use dif-
ferent word vectors, dropout for regularization and different
cross-validation ranges (including larger embedding sizes),
we re-implemented their cost function for a fair comparison
(“Our implementation of DeFrag”). In all of these cases,
our full model (“Our model: BRNN”) provides consistent
improvements.

Our simpler cost function improves performance. We
now try to understand the sources of these improvements.
First, we removed the BRNN and used dependency tree re-
lations exactly as described in Karpathy et al. [18] (“Our
model: DepTree edges”). The only difference between this
model and “Our reimplementation of DeFrag” is the new,
simpler cost function introduced in Section 3.1.3. We see
that our formulation shows consistent improvements.

BRNN outperforms dependency tree relations. Further-
more, when we replace the dependency tree relations with
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Evaluation - Translation
Flickr8K Flickr30K MSCOCO

Method of generating text PPL B-1 B-2 B-3 PPL B-1 B-2 B-3 PPL B-1 B-2 B-3
4 sentence references

Human agreement - 0.63 0.40 0.21 - 0.69 0.45 0.23 - 0.63 0.41 0.22
Ranking: Nearest Neighbor - 0.29 0.11 0.03 - 0.27 0.08 0.02 - 0.32 0.11 0.03
Generating: RNN - 0.42 0.19 0.06 - 0.45 0.20 0.06 - 0.50 0.25 0.12
Generating: RNN (OxfordNet CNN [40]) - 0.49 0.28 0.11 - 0.49 0.28 0.12 - 0.54 0.34 0.16

5 sentence references
Generating: RNN - 0.45 0.21 0.09 - 0.47 0.21 0.09 - 0.53 0.28 0.15
Mao et al. [31] 24.39 0.58 0.28 0.23 35.11 0.55 0.24 0.20 - - - -
Generating: RNN (OxfordNet CNN [40]) 22.66 0.51 0.31 0.12 21.20 0.50 0.30 0.15 19.64 0.57 0.37 0.19

Table 2. BLEU score evaluation of full image predictions on 1,000 images. B-n is BLEU score that uses up to n-grams (high is good).
PPL is the average perplexity of ground truth sentences under a generative model (low is good). These perplexities are based on word
dictionaries of size 2538, 7414, and 8791 for Flickr8K, Flickr30K and MSCOCO datasets respectively. This is the number of unique words
that occur in each training set at least 5 times.

Figure 6. Example fullframe predictions. Green: human annotation. Red: Most compatible sentence in the training set (i.e. ranking
baseline). Blue: Generated sentence using the fullframe multimodal RNN. We provide more examples in the supplementary material.

We show example fullframe predictions in Figure 6. Our
generative model (shown in blue) produces sensible de-
scriptions, even in the last two images that we consider to
be failure cases. Additionally, we verified that none of these
sentences appear in the training set. This suggests that the
model is not simply memorizing the training data. How-
ever, there are 20 occurrences of “man in black shirt” and
60 occurrences of “is paying guitar”, which the model may
have composed to describe the first image.

Region-level evaluation. Finally, we evaluate our region
RNN which was trained on the inferred, intermodal corre-
spondences. To support this evaluation, we collected a new
dataset of region-level annotations. Concretely, we asked
8 people to label a subset of MSCOCO test images with
region-level text descriptions. The labeling interface con-
sisted of a single test image, and the ability to draw a bound-
ing box and annotate it with text. We provided minimal
constraints and instructions, except to “describe the content
of each box” and we encouraged the annotators to describe
a large variety of objects, actions, stuff, and high-level con-
cepts. The final dataset consists of 1469 annotations in 237
images. There are on average 6.2 annotations per image,
and each one is on average 4.13 words long.

We compare three models on this dataset: The region RNN

model, a fullframe RNN model that was trained on full im-
ages and sentences, and a ranking baseline. To predict de-
scriptions with the ranking baseline, we take the number
of words in the shortest reference annotation and search the
training set sentences for the highest scoring segment of text
of that length. This ensures that the ranking baseline does
not accumulate any brevity penalty in its BLEU scores.

We report the results in Table 5, and show example pre-
dictions in Figure 7. To reiterate the difficulty of the task,
consider that the phrase “table with wine glasses” that is
generated on the middle image in Figure 7 only occurs in
the training set 30 times. Each time it may have a different
appearance and each time it may occupy a few (or none)
of the bounding boxes. To generate this string for the im-
age, the model had to correctly infer the correspondence and
then learn to generate this string.

There are several takeaways from Table 5. First, the hu-
man agreement baseline displays stronger performance rel-
ative to our RNN models on the region-level task than the
full image task. Additionally, the performance of the rank-
ing baseline is now competitive with the RNN model. One
possible explanation is that the snippets of text are shorter
in this dataset, which makes it easier to find a good match
in the training sentences. We believe that these results are

Flickr8K Flickr30K MSCOCO
Method of generating text PPL B-1 B-2 B-3 PPL B-1 B-2 B-3 PPL B-1 B-2 B-3
Vanilla RNN 22.66 0.51 0.31 0.12 21.20 0.50 0.30 0.15 19.64 0.57 0.37 0.19
LSTM 15.47 0.53 0.34 0.17 18.92 0.52 0.32 0.15 13.96 0.60 0.40 0.21

Table 5. BLEU score evaluation of full image predictions on 1,000 images and 5 reference sentences for each image. B-n is BLEU
score that uses up to n-grams (high is good). PPL is the average perplexity of ground truth sentences under a generative model (low is
good). These perplexities are based on word dictionaries of size 2538, 7414, and 8791 for Flickr8K, Flickr30K and MSCOCO datasets
respectively. This is the number of unique words that occur in each training set at least 5 times.
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